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ABSTRACT 
The phenomenal growth in performance and capacity of micro processors and 
network technologies over the past decade, coupled with the recent development 
in distributed-memory parallel computing, has made PC clusters a powerful tool 
for high-performance scientific computing. Compared to other computing 
systems, PC clusters are more cost effective and less limited in their scalability. 
As a result, PC clusters have increasingly become the choice for computationally 
intensive data processing techniques such as prestack migration. Typical of 
current distributed-memory parallel computing techniques, however, the 
performance of PC clusters is also highly dependent on the implementation of a 
particular application, with data decomposition and inter-node communication 
being the two crucial components for parallel computing efficiency. 
 
As part of efforts to move our land prestack migration programs to PC clusters, 
we have implemented a prestack time migration with a Message-Passing 
Interface (MPI) system, and experimented with different data decomposition and 
communication schemes to enhance the efficiency and robustness of our 
implementation. As a result, we have developed a data-centered approach for 
optimal data decomposition and communication. Experiments with synthetic and 
field data show that this approach has not only greatly increased computing 
efficiency, but also enhanced the program portability among heterogeneous 
clusters. 
 
Introduction 
 
Parallel computing has long been a focus of seismic research as algorithms for 
seismic data processing and imaging are overwhelmingly parallel and most of 
these algorithms can be decomposed over the spatial, time, frequency, and/or 
velocity domain(s) for parallelization. Furthermore, in some cases, parallel 
computing represents the only practical means for providing the enormous speed 
and computing power required by some computationally intensive algorithms. 
One of the recent advances in this long effort has been closely related to the 
advent of PC clusters, which combine fast, inexpensive personal computers with 
distributed-memory parallel computing techniques such as recently introduced 
Message-Passing Interface (MPI) standard (e.g., Gropp, 1999).  Cost-effective 
and powerful, the PC cluster technique has made it possible to implement 
seismic algorithms once considered impractical because of their enormous 
demand for computer speed and capacity.  This technique, for example, has 



been successfully employed in implementing prestack time and depth migrations 
for large-scale data processing (Dai, 2002).  
 
Compared to the single-computer environment, on the other hand, parallel 
computing with PC clusters involves more sophisticated programming efforts, as 
it must now include additional components for dealing with data decomposition 
and communication among the computer nodes with MPI. As these components 
are crucial for the performance of PC clusters, considerable effort may be 
needed to design an optimal data decomposition and communication scheme by 
experimenting different configurations.  
 
A Prestatck Time Migration Experiment 
 
As part of the effort to deploy our land prestack imaging programs on PC 
clusters, we have implemented a prestack time migration with MPI, and 
experimented with different data decomposition and communication schemes to 
investigate the effects of these schemes on the robustness and efficiency of the 
migration program and to optimize the performance of PC clusters. As a result, 
we have developed a data-centered approach for data decomposition and 
communication. Compared to the frequently used node-centered schemes, which 
communicate with signals sent and received between master and slave nodes, 
our approach compacts all necessary information into data blocks. It thus 
reduces the communication between the master and slave nodes to a minimum. 
This not only reduces the communication to computation ratio, but also makes 
the entire calculation process less vulnerable to the disruption caused by faulty 
nodes. 
 
Experiments with synthetic and field data further show that our approach 
achieves greater load balancing among the computational nodes, resulting in 
greater efficiency than node-centered schemes. Moreover, as the size of data 
blocks used in our approach is adaptive to node memory, our implementation is 
also expected to be more portable among heterogeneous clusters. 
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